LLM/GPT

Training Data

Huge cost & data demand for
training a foundation model

Genetic Al
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Question —— Evolution —— Best Answer

Trains itself on demand
for every question
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Burning Energy

Huge energy consumption for
training and answering

Genetic Al
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Answers questions with 99,9%
less energy in less than 0,5 s
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One biased LLM for all users
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Every user gets unique,
unhbiased Al
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Context

Transformer models puts word
after word based on probability
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Finds the fittest answer by
leveraging the laws of evolution



